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Schematic diagram of GOSAT-GW systems connecting satellites to data users I G3DPS: System for product management and user contact
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Cha"enges in the NIES GOSAT-GW project (7 km away from NIES): facilities suitable for installing a supercomputer

+® Joint research with the Center for Computational Sciences, University of
Tsukuba has started, and software acceleration research has also started

-»- Large computational workload: the number of points for full-physics retrieval is expected to
Standard Products increase, and the computational workload will increase by more than x300 compared to GOSAT/

GOSAT-2.
= Preparation of supercomputer, and computational tuning of retrieval algorithm GNDPS: New NO> production line

-» Level 1B (geolocated and calibrated spectral radiance)

-® Wide-mode 10km res.: one file per cycle* | | |
-»- Focus-mode observation execution plan: focus-mode is mainly used for frequent observation of

C40 cities, comparison with ground-based observations, and glint observation over the ocean. We +® GNDPS specializes in processing L2 products (NO2) and is built on Amazon

+» Focus-mode 3km res.: one file per scene*
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. * focus-mode observation under GOSAT-GW TANSO-3 data policy.
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